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:METIIODS FOR INVESTIGATING THE RELATIONSHIP BETWEEN 
ACCIDENTS, ROAD USER BEHAVIOUR AND ROAD DESIGN STANDARDS 

SUMMARY 

This chapter summarises the alternative methods available for quantifying the relationship 
between road design standards, accidents and road user behaviour. Two methods are 
described - the before and after method and the cross-sectional approach. 

The before and after method relies on identifying trial sites at which design changes are 
proposed, and obtaining accident data before and after the changes are made. In principle, 
the effect of the change on accidents is then simply the ratio of the accident frequency 
(accidents per year) after the change to that before the change. However, in statistical terms 
a number of complicating factors have to be taken into account. These are: (i) random 
fluctuations in the basic accident data, (ii) the need to control for systematic changes in 
general accident rates over time - changes arising from external trends such as traffic growth, 
or other safety measures being implemented at the same time - and (ill) bias by selection -
a process by which a false indication of the effectiveness of a scheme maybe obtained by 
selecting trial sites with high accident rates before treatment. All these factors and their 
remedies are discussed in the chapter. An effect known as accident migration is also 
considered briefly. 

The cross sectional approach relies on obtaining extensive accident, flow and geometric data 
from a wide range of sites of a particular type - such as a specific junction type - and 
analysing this data to obtain estimates of the relations between accidents and the geometric 
design variables of interest. This method is a statistical modelling approach. The chapter 
includes a discussion of the data requirements for the cross sectional approach, and describes 
the form of the model normally fitted. The principles involved in the statistical methodology 
for fitting the models is given, and an illustration of the kind of results emerging from this 
approach is given. 

The fmal section in the chapter reviews the methods available for the collection of data on 
measures of driver behaviour. Three types of study are considered: (i) field studies, in 
which behaviour is observed in real traffic conditions on the road, (ii) laboratory studies, 
which include the use of static performance tests and simulators, and (ill) questionnaire and 
interview surveys. In the context of field studies, the value of in-depth accident and conflict 
studies is also briefly considered. Although behavioural measures are difficult to intetpret 
in terms of actual safety benefits (accident reduction), they may well be important in 
providing researchers and designers with an understanding of the range of individual driver 
characteristics which are important for the informed design of road layouts. 
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METHODS FOR INVESTIGATING THE RELATIONSHIP BE1WEEN 

ACCIDENTS, ROAD USER BEHAVIOUR AND ROAD DESIGN STANDARDS 

0.1 Introduction. 

This report has considered those aspects of design standards in a number of European 

countries which are important for road safety. It is clear however, that the road safety 

justification for these standards is rarely based on objective accident analysis. This is 

probably because measuring the relationship between accidents and elements of the design 

is difficult and time consuming and therefore expensive. This chapter reviews the techniques 

available for exploring this relationship with the purpose of encouraging a greater 

commitment to the objective evaluation of the safety effectiveness of improved standards. 

The safety effects of design standards can only be measured by observing the change in 

accident numbers which result from differences (or changes) in design. Such differences may 

be due to changes in design over time, or they may arise from differences in design from 

place to place. Changes over time may be introduced for a variety of reasons - economics 

may dictate that a cheaper solution to a particular problem be used in some circumstances, 

new materials and construction methods may bring with them improvements to the cross 

section of a road, expert opinion or political pressure may require alternative standards to 

be adopted - whatever the reason, changes which are made from time to time provide an 

opportunity to assess the impact of such changes on accidents. Even if changes are not 

made, there are often differences in approach to design standards from place to place even 

within one county and certainly between countries. These differences can also provide, at 

least in principle, an opportunity to study the accident benefits or disbenefits of the 

alternative design standards being used. 

The above paragraph implies that in practice, there are two fundamentally different ways to 

approach the measurement of the road safety benefits of road design standards - the 

before/after approach and the cross-sectional approach. These techniques will be considered 

in the two sections which follow. In the final section of this chapter a brief account will be 

given of the techniques which might be used to assess the behavioural aspects of design 

standards. 
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0.2 The before/after approach to safety assessment. 

0.2.1 The basic methodology. 

Consider a major road improvement scheme in which higher standards of horizontal 

curvature are being implemented; some of the sharp bends are being re-aligned so as to have 

higher radii of curvature and better sight lines. In practice it is quite likely that other aspects 

of the road design standards are being upgraded at the same time - for simplicity however, 

we will consider the situation in which only one element in the design is being changed. 

How shall we assess the road safety benefits of this change in curvature standards? The 

simple answer would be that we compare the number of accidents on the section of road 

being treated in a period before the changes are made with the corresponding number of 

accidents in a period after the changes have been made. So for example, we might record 

(or extract from the national accident data bank) the number of accidents that have occurred 

during a period of say 3 or 5 years before the changes were made, then after the changes 

have been made and a suitable transitional period (say 6 months) has elapsed, we record the 

number of accidents occurring on the scheme during an 'after' period of similar length to the 

'before' period. If the number of accidents in the before period is b, and the number in the 

after period is a, and the periods are of equal duration, the improvement could be 

characterised by the ratio alb; a ratio of 1 would mean no change in accidents had occurred; 

a change of less than 1 would mean that accidents had fallen and a safety benefit had been 

achieved. 

Unfortunately, there are several technical reasons why such a simple approach is likely to 

be inadequate. Three will be considered: they are (i) the basic randomness of the accident 

data (section 4.2.2 below), (ii) the need to correct for systematic changes over time (section 

4.2.3), and (ill) bias by selection (section 4.2 4). There is another issue which has been 

raised recently in the technical press which has to do with an apparent tendency for accidents 

to 'migrate' from treated to adjacent untreated sites. Accident migration will be discussed 

briefly in section 4.2.5 below. 

0.2.2 Random fluctuations. 

We have already seen that the effectiveness of a road safety improvement can be 

characterised by the ratio of the number of accidents occurring after the improvement to the 

number occurring before accidents - alb - assuming the period over which the accident 

occurred is the same in each case; we will denote the effectiveness of the scheme by a. We 

can generalise to different before and after periods simp Jy by writing: 
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where T. is the duration of the after period and Tb is the duration of the before period. 

The problem is that both b and a are unreliable measures of the true long-term accident rate 

before and after the improvement. The number of accidents occurring in a 3 or 5 year period 

is a short-term sample of the true underlying mean accident frequency at the site, and as 

such, is subject to considerable variation. If we could record the number of accidents 

occurring at the scheme for 1,000 years (or better sti111,000,000 years) whilst everything 

else remained constant, then we would have an accurate measure of the true accident 

frequency (accidents per year) at the site. Obviously we cannot do this, so we have to base 

our estimate of a on the unreliable short-term accident counts we have. Having calculated 

an unreliable estimate of a in this way, we then have to judge either whether its value is 

really different from 1 (the no-change value) or whether the value we have obtained would 

have occurred purely by chance. Put another way, we have to estimate the confidence limits 

we may place upon the value of a we have calculated.In order to assess whether the value 

of a is significantly different from 1, it is usual to calculate a statistic denoted by X: (chi

squared). This statistic is: 

If the value of x2 exceeds 3. 84 then a is said to be significantly different from 1 at the 5 % 

level - that is to say there is only a 5% (1 in 20) chance that the change in the accident 

frequency which was observed to occur would have occurred anyway without any real change 

due to the improvement in design. Significance testing of this kind can be useful if 
interpreted properly, but it can also mislead by reason of what Hauer calls its 'pernicious 

nature' (Hauer, 1991a). The fact that a safety improvement has not been shown to be 

'statistically significant' does not mean that the effect does not exist - simply that the data 

has been insufficient to quantify the effect with sufficient precision . 

Because of this it is often better to calculate (and quote) the confidence interval of the 

estimate of a- that is the range of values within which if it were possible to independently 

repeat the before and after measurements 20 times, one could be sure that 19 out of 20 

resulting values of a would lie. This interval is : 
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Supposing then that there were 100 accidents in the 5 year period before the road was 

improved, and 83 during a similar period after, the value of a would be 0.83, and we would 

need to test whether this was really different from 1. x2 would be 1.57 which being less than 

3 .84 indicates that the reduction which occurred was not statistically significant at the 5 % 

level (Note: this is not the same as saying that no significant (real) difference has occurred). 

Confusion over the concept of a 'significant differences' can be avoided if the result is 

expressed in terms of confidence limits as follows: the data shows that the ratio of the 

number of accidents generated after the improvement has taken place to that before is 0.83 

(a 17% reduction) with a 95% confidence range from 0.62 (a 38% reduction) to 1.11 (an 

11% increase). Such a statement makes it clear that although the 'best' estimate is that a 17% 

reduction in accidents has been achieved, the 95% confidence interval includes 1 - so the 

17% reduction could be a 'chance' result. 

The greater the number of accidents in the before period and the bigger the difference 

between the accident rates in the before and after periods, the easier it is to demonstrate that 

the change is statistically significant. However, from the above example it will be appreciated 

that to demonstrate a real effect convincingly, quite large numbers of accidents are required 

- and if the anticipated effect is only a few per cent, very large trials must be conducted if 

reliable estimates of effects are to be achieved. In practice it is usually necessary to use not 

just one site but many sites in such an experiment. Statistical tests analogous to the ones 

illustrated above can be used when many sites are included in the study, though there is an 

added source of variation in that the sites themselves will vary from one to another and the 

effectiveness of the applied re -design, may not give the same value of a at each site. In this 

situation, it is probably simplest to use the GLM modelling approach described briefly in 

4.2.4 below. 

To complicate matters still further, it is often the case, that the engineering modifications 

made to the sites affects not just one design parameter but several - not just, for example, 

changes in horizontal curvature as suggested earlier , but changes also in the vertical 
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alignment or the visibility distances at some of the key junctions on the route. Whereas the 

simple statistical approach outlined above (extended to the multi-site situation) can provide 

an assessment of the accident benefits of a whole package of measures implemented in this 

way, they cannot estimate the individual contribution to enhanced safety of the various 

components of the package. To attempt to do this a more sophisticated statistical modelling 

approach is needed of the kind to be outlined in section 4.3 below. 

0.2.3 Correcting for systematic changes over time. 

The basic disadvantage of the before/after approach to the assessment of accident changes 

is that inevitably the before and after periods are separated in time. This would not of course 

matter if other factors remained constant from the before to the after period. Unfortunately , 

in most situations this will not be the case; there will be a whole range of factors which are 

likely to change with time. Thus for example, traffic flows will be changing with time -

nationally and locally, road user behaviour may change over time, other road safety measures 

may be in the course of implementation during the period of the study, the economic climate 

may be different - in times of boom there is generally more travel and more accidents 

compared with times of recession - even changes in environmental factors such as the 

weather may need to be considered. So, some method has to be used to allow for such 

trends between the before and the after periods. 

One possible way of allowing for such trends is to include them directly in the analysis of 

the data. Thus for example, if the accident data were to be plotted year by year over time, 

it might be possibly to observe the trend over the years and simply detect the step change in 

the accidents which occurred at the point in time when the new scheme was installed. It may 

also be possible to allow directly for some of the changes between the before and the after 

period by constructing a statistical model of the kind to be outlined in section 4.2.4 below 

which includes explicitly the influence of other eo-variables on the before and after accidents. 

The method most commonly advocated however - and one which has considerably face 

validity - is the use of 'control' sites. The principle is that for every 'trial' site where the 

improvement is being made, one or more control sites are selected which are not being 

improved. Any changes over time of the kind mentioned above which may affect the before 

and after accident numbers is assumed to affect the control sites to the same extent as the 

improved sites. The changes at the control sites can then be used to 'correct' the apparent 

effect of the improvement at the trial site (or sites) so as to arrive at an accurate indication 

of the true effect of the design improvement. Because changes in time are usually the source 

of concern, accident data on the control sites is obtained for exactly the same period of time 
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as for the trial site - though the before and after periods may not be the same. In this 

situation the corrected value of a is given by: 

= aB 
bA 

where band a are the numbers of accidents occurring at the trial sites in the before and after 

period - as previously - and B and A are the numbers of accidents at the control sites before 

and after the improvement. The x2 value now becomes: 

a _ (a + b + A + B) (bA - aB) 2 

X - (a + b) (A + B) (A + a) (B + b) 

and the 95% confidence limits for the estimate of a become: 

Consider now the effect of the use of controls on the assessing the statistical significance of 

an improvement. If we assume that the effect of the improvement on the trial site is just the 

same as before - ie 100 accidents before and 83 accident after, but now we have a control 

site (or sites) which generate 200 accidents in the before period and 200 in the after period-

clearly the assessment of the effectiveness of the improvement remains exactly the same at 

a = 0.83. The accidents at the control sites indicate that in this rather unusual case, no 

correction is needed to the estimate of a. However the value of "')( is now only 1. 08 -

considerably less than before, making the apparent change in accident rate less significant 

as judged by this statistic. The confidence limits on a have increased, ranging now from 

0.58 to 1.18 - considerably wider than before. 

The poorer statistical performance of the analysis which includes the control sites arises from 

the fact that two more variables have been introduced into the calculations - the numbers of 

before and after accidents at the control sites. These numbers are subject to error just as the 

numbers of accidents at the trial site are, and the effect of including them is to increase the 

variability in the calculation of the effectiveness of the treatment. In passing, it is clear from 

the equations given above that if A and B become very large compared with a and b the 

value of x2 and the estimates of the confidence limits reduce to those given earlier for the 

case in which no controls are being used. 

It is clear from the above analysis, that for control sites to be useful, they must contribute 

more to the evaluation of the measure being studied than they detract from it due to the 

added uncertainty they introduce . There are therefore two aspects to the value of the use of 
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controls in before/after studies. The first is the purely statistical: for controls not to 

introduce excessive variability into the estimates of effectiveness, they must contain large 

enough numbers of accidents. In many cases this will preclude the use of the same number 

of sites for trial and controls. The control sites will need to form a considerably larger 

group. Hauer (1991a) suggest as a rule of thumb, that if the size of the effect expected to 

arise from the treatment is lOOo% (ie. a 10% effect would have o = 0.1 etc.), then the 

number of accidents in the control period (both before and after) for a perfectly matched 

control should be between 6/o2 and 8/o2
- ie between 600 and 800 accidents. Such controls 

would often be hard to fmd. 

However the need to include large numbers of sites in a control group highlights the issue 

of how to choose appropriate controls. The purpose of the control sites is to provide an 

estimate of what the accident rate at the trial site wodd have been if it had not been 

improved. To do this effectively, the control site must behave just as the trial site would 

have done had it not been treated. That means that control sites have to match the trial site 

as closely as possible. It is often quite difficult to decide what would make the best control 

site or sites - and it is equally difficult to devise objective ways of choosing the best. Hauer 

and his colleagues (Hauer, 1991, and Hauer, Ng and Papaioannou, 1991) have explored the 

problems associated with the use of controls in the context of accident data from the 

Canadian states. They illustrate the difficulties of the intuitive selection of the 'best' control 

for a particular study and Hauer concludes (Hauer 1991a) that 'the use of a comparison 

group (a control) is a mixed blessing'. He goes on to say: 'comparison groups should not 

be used merely to satisfy a superficial research etiquette. To account for the effects of 

weather, driver demography, and norms of behaviour, it is sound practice t> use a 

comparison group if it is sufficiently large. If in a practical circumstance a sufficiently large 

comparison group is not available, it is better not to use one at all than to use one that is too 

small. However, in this case the effect of the treatment and that of the unaccounted factors 

cannot be separated, and this should be explicitly stated in the conclusions.' 

0.2.4 The GIM method. 

If before and after studies - with or without controls - involve more than single sites or single 

periods of time, then the generalised linear modelling methodology provides a convenient 

way of analysing the data. Such methods are available in computer programmes such as 

GLIM (Numerical Algorithms Group, 1986, Aitkin et al, 1992) and GENSTAT (Alvey e:t 

al, 1977) . GLMs can be used to estimate the value of a - the effectiveness of the scheme -

suitably corrected for the control site or sites, together with the appropriate statistics for 

significance testing or for estimating confidence intervals . 
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In order to use GLMs in this way, the accident data needs to be coded such that the before 

data is distinguished from the after data using a two level factor, say BA (1 for after and 2 

for before) and the trial and control data is similarly distinguished by another factor say, 

CON (1 for trial data and 2 for control). A GLM 'model' is then set up taking accidents as 
the Y -variable, with Poisson errors and a Log link (a natural logarithm transform of the 

accident data), and declaring BA and CON as 2-level factors. Both CON, BA and the 

interaction CON.BA are fitted to the data as part of the GLM model. In such a model, the 

coefficient of the interaction term CON .BA is the natural logarithm of the required value if 

a, corrected for any changes in the control data. Standard errors and values of J( are 

calculated by GLIM and GENSTAT. 

The potential advantage of using GLMs in this way is that not only does the software 

calculate the statistical information automatically, but the calculation of the effectiveness a 

in the context of a statistical model, allows other eo-variables to be included in the modelling 

process should this be required. Thus for example, if it is suspected that a time trend occurs 

in the data, and individual years accident information are available, then a time trend term 

can be added to the model to calculate the effectiveness of the scheme taking the trend over 

time into account; other eo-variables can in principle be incorporated into the model as well 

(for example, Haynes, et al (1993). 

0.2.5 Bias by selection. 

It is often the case - particularly when selecting individual accident sites for remedial 

treatment- that some form of selection criterion is used to choose which sites to treat. So 

for example, having assembled the accident data from all the sites of a particular kind in a 

local region, the road safety engineer may decide to select for treatment 'those with more 

than x accidents in the previous 3 years'. Alternatively, if funds for remedial treatments are 

limited, the section criterion might be 'select the n sites which have the highest accident 

frequencies'. Now although the numbers of accidents occurring at a particular site may have 

a long-term stable average value, the number which occur in a particular period - in the last 

year say, or the last three years - will be potentially very variable; in some years the number 

will be high and others it will be low . If, in this situation, the safety engineer chooses some 

of the high accident sites for treatment, then it is easy to see that purely by chance the year 

or so following treatment the accidents will have fallen even if the treatment has had no 

effect whatsoever. This phenomenon is known either as 'selection bias' or 'regression to the 

mean' . 

In this situation, the selection rules determine the size o f the regression to the mean effect·, 
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whether or not controls are used is also a factor. If the sites were chosen totally at random, 

then there would be no regression to the mean - the effect only arises because some form of 

non-random selection process has been used to decide which sites to treat. Even if selection 

had taken place, provided control sites were chosen using exactly the same rules as those 

applying to the treated sites, then the correction supplied by the use of the control sites would 

also correct for regression to the mean. It is easy to see why in practice, neither of these 

things is done. The safety engineer naturally wants to treat the worst sites first; moreover, 

he wants to treat all of them and not leave some untreated (as controls) just for the benefit 

of the accident researcher. 

So how could the regression to the mean problem by tackled? Hauer has again done a great 

deal of pioneering work in this area. In some simple situations, where the selection rules are 

well defmed (and they often are not), Hauer has proposed ways of dealing with this effect 

(Hauer, 1980, 1986). He has also proposed a more general approach which goes under the 

name of the 'empirical Bayes method' (Hauer 1983 and 1992). All methods use informa~mn 

from a population of sites corresponding to the ones being treated to calculate a correction 

to the observed accident rates in the before period - using various smoothing techniques. 

The empirical Bayes method derives an unbiased estimate of the before accident rate by 

combining the observed rate in the before period (b/Tb using the previous notation) with a 

predicted rate derived from an accident predictive model of the kind described in 4.3 below. 

The accident model is in effect de-biasing the estimate of the observed 'before' accident rate 

on the basis of information about the population of sites - and in particular their variability. 

Although it is not appropriate here to consider this approach in detail, its effect can be 

appreciated from the following expression for the 'corrected' estimate of the before accuent 

rate: 

where rm is the accident rate predicted by the model, C is the coefficient of variation of the 

model predictions (the Standard Error of the model prediction divided by the value of the 

prediction itself) and band Tb are as before. It will be seen from the above equation, that 

when the precision of the predictive model is poor, ie . C is large, the corrected rate 

approximates to the observed rate b/Tb; when however the accuracy of the model is good, 

ie. C is small, the corrected rate approximates to the value predicted by the model. The 

best estimate of a using this method is then simply: 
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a= ___ a __ _ 
Tar cozzected 

Estimates of the confidence intetvals for this corrected estimate which correspond to those 

given above in the simple case are available. 

It has been shown that this approach does indeed remove the bias in the obsetved accident 

data and provides a sound basis - in principle at any rate - for calculating an unbiased 

estimate of the effectiveness of a design improvement or other accident remedial treatment. 

In fact, if the studies required for the investigation of changes in design standards involve 

lengths of road rather than the treatment of individual sites, the problem of regression to the 

mean becomes less serious since the length of road will include a range of features (including 

junctions) and the scope for bias by selection is thereby considerably lessened. Under these 

circumstances the effect may be of the order of 1% to 5%. However, regression to the mean 

is a feature of accident studies which always needs to be considered carefully in the design 

of the study and its analysis, if the results are not to be open to criticism of bias. 

0.2.6 Accident migration 

Some researchers who have analysed data from studies of accident remedial treatments have 

suggested that the data can appear as though the reduction of accidents which have occurred 

at treated sites have been counter-balanced by an increase in accidents at adjacent sites. This 

phenomenon has been termed 'accident migration'. A risk-compensation hypothesis was put 

forward to explain this effect. 

Clearly if accident migration exists- and there is far from universal agreement that it does -

it would have serious implications for accident remedial measures. The net effect of such 

measures may not be to reduce accidents overall, but merely to relocate them! 

Maher (1987, 1990) has suggested a statistical explanation for the apparent migration effect; 

he argues that the effect may arise from the way in which treated and untreated sites are 

selected. It is an extension to the regression to the mean phenomenon and is dependent on 

the way the accident rates of adjacent sites are correlated spatially. As with regression to 

the mean, the size of the apparent migration effects depends on the overall number of 

accidents. Small numbers - because of the large variability inherent in them - could imply 

large regression to the mean effects and the possibility of apparent migration effects. 
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However, studies of the effects of road design standards are likely to involve not simply 

individual sites, but lengths of road. To detect the accident effects of changes to design 

standards it is also likely that appreciable numbers of accidents will be needed to establish 

statistical significance. In these circumstances, accident migration should not be a cause of 

concern. 

0.3 The cross-sectional approach to safety assessment. 

0.3.1 Introduction 

In section 4.1 above it was suggested that measures of the safety effectiveness of design 

standards could be obtained from cross-sectional studies. In such studies the relationship 

between design and safety is deduced from an analysis of the variations in accident 

frequencies which occur as a result of site to site variations in design. In the UK this 

technique has been used largely for examining the safety effect of the design of junctions of 

various types: traffic signal controlled junctions, major/minor priority junctions, and 

roundabouts. Once relationships between design parameters and accidents have been 

established, they can be used to predict the contribution of individual design features to 

safety, or to predict the consequences of changes in design on the expected numbers of 

accidents. 

Cross-sectional studies will normally focus on a clearly and closely defined component of the 

road network- for example, urban 4-arm traffic signal controlled junctions on two-way single 

carriageway roads, or roundabouts on dual carriageway roads in rural areas. The approach 

then adopted is to identify a suitable sample of the junction type of interest on public roads 

for which accident data is available; the traffic flows and the key geometric variables at these 

sites are then surveyed, and the resulting data is analysed to obtain accident/flow/geometry 

relations. The variables which need to be measured are those which will potentially have an 

effect on accident frequencies. They will include traffic and pedestrian flows, the physical 

dimensions of the layout, the signal control arrangements (at signalised junctions), and a 

number of other relevant variables. The numbers of accidents which have occurred at each 

junction over a reasonable period of time - usually several years - should be available. 

The analysis seeks to determine which variables have an effect on the frequency of accidents 

(the number of accidents per year) and to quantify the magnitude of the effect. From the 

design standards point of view, such an analysis will indicate those standards for critical 
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design parameters, which would provide an acceptable minimum level of safety. For 

predictive purposes, the accident/geometry relations, will predict how many more (or fewer) 

accidents a year would be likely to occur if a particular geometric parameter was changed. 

It will be seen from the foregoing description, that the essence of the cross-sectional study 

is to infer the accident effect of specific geometrical features, from sites in which the 

geometrical feature of interest has a range of values. A single period of time is involved, 

so that the problems discussed in 4.2.3 above associated with the time difference between 

before and after observations of accident data are avoided. Both types of study (before and 

after and cross-sectional) can evaluate the effect of design variables on accidents, and both 

have advantages and disadvantages. The cross-sectional approach is more suited to the 

determination of the effect of many variables acting together; it avoids the need to physically 

alter the layouts of trial junctions in order to determine the effect of each variable. 

0.3.2 Recent examples of the application of the methodology 

A number of cross-sectional studies aimed at identifying the effects of design variables on 

accidents have been conducted in various parts of the world. Recent work by Zeeger et al 

(1988) on the effect of road cross-section design for two-lane roads in the US, and by 

Leutzbach and Zoellmer (1988) on the relationship between road safety and highway design 

elements in Germany provide examples of what has been achieved. 

In the UK accident/flow I geometry relations have been determined for a wide range of 

junction types and road links, using the cross-sectional method. Examples are: 4-ann 

roundabouts (Maycock and Hall, 1984), rural 3 -arm major/minor junctions (Pickering, Hall 

and Grimmer, 1986) and urban 4-ann single carriageway traffic signals (Hall, 1986). Studies 

currently in progress include: urban 3 -arm major/minor junctions, urban 4-arm major/minor 

junctions, rural 4-arm major/minor junctions, urban 3-ann traffic signals, 3-ann and 4-ann 

mini-roundabouts, urban junctions carrying one-way traffic and urban two-way and one -way 

road links. Two further studies of rural single and dual carriageway trunk roads of recent 

design are also in progress. 

The results of these studies are progressively being incorporated into UK Standards and 

Advice for road and junction design . The relationships are also being made available in a 

series of computer programs which are available for use by design engineers . In addition to 

the accident predictions, the software also includes relationships between the design variables 

and junction capacity and delay that were developed in the 1970's. These accident 

relationships are also being used to estimate the expected number of accidents on urban 
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networks so that the effects of changes in the design of urban areas on capacity, delay and 

accidents can be evaluated. 

0.3.3 The data requirements 

0.3.3.1 Site selection. 

In order to detennine the effect of particular design parameters on accidents reliably, it is 

essential to have the full range of values of the important variables represented within as 

large a sample of sites as possible. If either the range of the variables is limited, or the 

sample size is too small, then the safety effect of the variables deduced from the analysis may 

be highly uncertain. This means that large 'stratified' samples are desirable. 'Stratification' 

means that the sample of sites is selected so that high, medium, and low values of the more 

important flow and geometric variables are equally represented. The variables most often 

selected for 'stratification' are the vehicle and pedestrian flows - but the more important 

geometric variables may also need to be considered. If other features - such as signs or 

lighting are also of interest, then moderately large subsamples of sites with and without these 

key features will be needed. 

It is good practice in planning a study of this kind to undertake a preliminary survey of about 

two to three times the number of sites that will be required for the final sample. In this 

preliminary survey limited data is collected, which includes infonnation on the main features 

of the sites together with short (IS-minute) counts of the vehicle and pedestrian flows. The 

'stratified' sample is then selected from these sites. 

Sites should also be selected to give a broad geographical spread. Care should be taken to 

select only those sites that have not been modified recently or subject to unusual changes in 

flow during the period over which the accident data is to be collected. The sample sizes in 

the UK studies have typically included 200 to 400 junctions at which between 1000 and 3000 
injury accidents have occurred. The maximum sample size has generally been limited by 

considerations of cost rather than the availability of sites. 

0.3.3.2 Traffic flows. 

Traffic flow data should be collected on a weekday, avoiding public and school holidays . 

Turning flows by class of vehicle should be obtained for a period of at least 12 hours (0700 -

1900) . The counts must then be factored to provide an estimate of the flows relevant to the 

accident period for each type of vehicle and manoeuvre. Pedestrian flows crossing each arm 
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of the junctions should be counted over the same periods of time as the vehicle flows. 

0.3.3.3 Accident data. 

The statistical reliability of the accident models is improved if large numbers of accidents are 

available for analysis. One way of achieving this is to include many years of accident data. 

It must be recognised, however, that accident rates are likely to change over time, and that 

time trends may need to be taken into account if an accident period of more than about 6 

years is used. A more serious difficulty is that the longer the period studied, the more likely 

it is that there will have been changes to the layout of the site or to the vehicle and pedestrian 

flows. For these reasons, it is suggested that the accident period should not be longer than 

6 years. 

It will be clear from 4.2.5 above, that no attempt should be made to select sites on the basis 

of their accident record, since this would lead to 'bias by selection' in the accident models. 

Moreover, the models should be based on accidents systematically recorded in a national 

database. In the UK for example, the national system does not record accidents which 

involve only damage to property, so that the UK models have been based on the injury 

accidents recorded in the national system. 

There is also a need to defme the boundary between the components of the road network, 

and in particular between road links and junctions. In the UK national accident reporting 

system, junction accidents are those occurring within the junction area itself or within 20 

metres along each of the approach roads. 

0.3.3.4 Geometric variables. 

After the sample of sites for the study has been selected, the geometric variables that it is 

intended to examine in the analysis must be selected and defmed. Category variables can be 

used. If, in the simplest case, a group of junctions are designed such that they conform to 

a small number of layout categories in which all members of each category are geometrically 

similar, then it may be sensible to treat each layout as a simple category in the analysis. 

However, in general, the geometric features of the junctions under study will be far more 

complex than this - lane widths, path radii, visibility distances, splitter island dimensions and 

many other geometric properties, will vary considerably from site to site and even from entry 

to entry. As a result, the geometric properties to be used in the analysis will have to be 

selected and specified with care. It is certainly essential to include in the analysis all the 
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variables which have been used as part of the criteria for selecting the sample. But it is also 

important that any inter-correlations between the geometric variables are carefully noted and 

taken into account in the data analysis and the interpretation of the results. In practice, it is 

difficult to be confident that a model will reflect the accident/ geometry relations satisfactorily 

unless a wide range of variables - including all the variables that seem likely to affect 

accidents- have been examined for inclusion in the model. In the UK studies, the numbel5 

of variables were typically of the order of about 100. 

Once the relevant geometric variables have been identified and defined, they have to be 

measured for each junction; it is often possible to do this conveniently from large scale plans 

- though plans are not always accurate or up-to-date. For each approach arm of the junction, 

measurements will be needed of road and lane widths, gradients and curvature, the position 

of road markings, and the nature and position of signs and islands. At roundabouts, the size 

of the central island and the curvature of vehicle paths as well as sight distances will be 

needed. Speed limits should be noted. For the traffic signal junctions, measures of the signal 

control variables need to be obtained; these should include the stage sequences, signal 

timings, plan schedules for UTC junctions and the presence (or absence) of speed 

discrimination equipment. 

0.3.4 The modelling process. 

Once the data has been collected and verified, the analysis can begin. It is usual to conduct 

the analysis of the data in stages. First, the characteristics of the accidents are examined by 

simple cross-tabulation. This provides insights into accident patterns and provides results that 

are complementary to the main analysis. Subsequently, accident/flow/geometry relations are 

developed using statistical modelling techniques . In the UK, the generalised linear modelling 

methodology (McCullagh and Nelder, 1985, Aitkin et al, 1992) which are available using the 

computer programs GLIM (Numerical Algorithms Group, 1986) and GENSTAT (Alvey et 

al, 1977) has generally been used. The application of these techniques to junction accident 

studies is usefully summarised by Kimber and Kennedy (1988). 

However, there are alternatives. Techniques equivalent to Principle Components Analysis and 

Canonical Correlation Analysis for the exploration of complex data sets involving both 

continuous and category variables have been developed by the State University in Leiden (the 

techniques are collect'lVely called Qualitative Data Analysis). These techniques can provide 

valuable insights into the overall structure of the data, and allow optimal transformations of 

the variables to be explored . The details of these methods are beyond the scope of this 

Annex, and for more details , the reader is referred to Oppe, 1992, where the various 
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methods are compared using the roundabout data which will be outlined in section 4.3.5 

below. 

For present purposes, the Generalised Linear Modelling method will be illustrated. 

0.3.4.1 Forms of the model. 

The general form of the relation is given by: 

A= k o: Ql exp[~b1 G.1 + ~dJDJ] 

where A is the number of accidents per year; ~ and Qb are flows, Gi are continuous 

variables representing the geometric and control characteristics, Di are dummy variables 

(taking the values 0 or 1) representing specific design features- for example, the presence 

or absence of a junction traffic island might have D = 1 with the island and D = 0 without 
it; k, a, {3, the bj, and the~ are parameters to be estimated by the analysis. 

Most studies have employed relationships of this general form, although sometimes vehicle 

and pedestrian flows have been incorporated into the exponential part of the expression, and 

occasionally, geometric variables have been incorporated as power terms. In the GLM 

modelling process, the above model is fitted in a logged form. That is to say, the dependent 

variable A is subjected to a natural log transformation - it becomes 1n A, and the right hand 

side of the equation becomes additive on a log scale. Moreover, the GLM fitting algorithm 

requires the analyst to specify the error distribution from which the dependent variable is 

assumed to come; for simple analyses, it is usual to specify a Poisson error structure for 

accidents. 

It is common practice to derive separate accident relationships for different accident types. 

In a model for single vehicle accidents only for example, ~ would represent the flow of 

vehicles and Qb would not be needed. For accidents involving vehicles from two different 

traffic streams, ~ would represent one of the streams and Qb the other . Similarly, for 

pedestrian accidents, Q. might represent the relevant vehicle flow and Qb the pedestrian 

flow. 

0.3.4.2 Model testing. 

The aim of the modelling is to obtain the best trade -off between the number of variab es 
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included in the model and the ability of the model to properly represent the information in 
the data. Generally, the fitting process is as follows. 

Each variable is fitted in a step-by step procedure, starting with the 'null' model, which 

simply fits the mean value of the dependent variabk (the accidents). At each step, a test 

statistic (the 'scaled deviance') is calculated which gives a measure of the goodness of fit of 

the 'current' model. The smaller the scaled deviance, the better the fit the model is to the 

data. Scaled deviance is also used to test the significance of adding one or more terms to 

the model. The difference in scaled deviance between two nested models with degrees of 

freedom df1 and df2 will be distributed like X: with {df1 - df2) degrees of freedom. Deviance 

difference can therefore be used to assess the significance of adding one or more terms to 

a model; for the addition of one extra term, a deviance difference exceeding 3.84 is required 

for the term to be regarded as significance at the 5 % level. 

There is an issue regarding what the appropriate significance test level should be. In many 

accident studies- as for example those discussed in section 4.2 above- it is usual to use the 

5 % level of significance. However, the more stringent 1 % level is more appropriate if a 

large number of variables are to be examined for inclusion in the model and the quantity of 

data is sufficiently large. If a 5% (1 in 20) significance level is used with a large number of 

potential explanatory variables, it is quite likely that some of these variables will appear 

significant when really they are not. A more stringent significance level, will avoid this 

possibility. 

The Poisson error assumption mentioned earlier takes account only of the within-site 

variation of accident numbers, that is, the variation that occurs between successive samples 

of accidents taken from the same site. If accidents occur with different mean frequencies at 

the different sites in a way that is not completely explained by the modelling, this adds a 

further component of variation to the model's error structure. This extra between-site 

variation is often referred to as over-dispersion, since the model residuals appear more 

dispersed than the simple Poisson process would predict. There are further complications 

when the mean number of accidents per site falls below 0.5 - as it often does for sub-sets of 

the accident data . Methods for handling over-dispersion and low mean values have been 

explored by Maycock and Maher (1988) . 

The coefficient of variation (C) of the prediction accuracy of these models takes into account 

both the within and between site errors described above . It is the ratio of the standard error 

of prediction to the prediction itself. A low value for this coefficient of variation comes from 

a well fitting model with little unexplained residual variation . It is this coefficient (C) which 
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is appropriate for use in the Bayesian approach to correcting for bias by selection described 

in 4.2.5 above. 

0.3.5 Dlustration of application to design. 

In the previous section, the general fonn of accident /flow/geometry relationships has been 

considered. It may be useful to present a specific example and to illustrate it's application 

in design. The example chosen refers to entering-circulating accidents on one ann of a 4-ann 

roundabout. The relationship is: 

A = 0 046 ,.. o.7 ,.. o.4 k z... 
ec • ""• >t!c 1 .. ~ 

where Ace is the accident frequency associated with the entry ann (number of injury accidents 

per year), Qe is the entering vehicle flow and Qc is the circulating vehicle flow. All flows are 
annual average daily totals in units of one thousand. k1 and k2 are multipliers. Figure 1 

illustrates the relevant variables. 

k1 = exp(-0.018 + 0.2Pm) in which 8 is the angle between the ann and the next clockwise 

ann (degrees) and pm is the percentage of motorcycles in the traffic. 

k2 = exp(-40Ce + 0.14e- 0.007ev- RF) where Ce is the entry path curvature (m-1
), e is the 

entry width (m), v is the approach width (m) and RF is the ratio factor. 

RF = 1/(1 + exp(4R-7)) where R = D/C. D is the diameter (m) of the largest circle that 

can be constructed within the confmes of the roundabout and C is the central island diameter 

(m). 

From the designer's point of view, it is important to note that ~ is reduced by increasing 

Ce, ev and RF, and by decreasing e. Some variables have an effect on more than one group 

of accidents. It is therefore important that the designer take account of the effect of the 

design variables summed over all accident groups. Figure 2 taken from Maycock and Hall 

(1984) shows the effect of entry width on all accident groups and on total injury accidents 

at 4-ann roundabouts. It shows that entry width has a strong effect on accidents. As entry 

width is increased from 5m to 20m, total accident frequency more than doubles. Design 

standards for roundabouts now specify minimum values of entry curvature Ce and maximum 

values of entry width e for use in design. 

This illustrates the importance of the effect of the design variables and the role of accident 

relationships in the setting of design standards. Indeed, for the same traffic flows, the 

variation of accident frequency for a given type of junction (the effect of the design variables) 
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is nonnally greater than the difference between the difference junction types. 

0.4 Methods for use in behavioural studies. 

0.4.1 Introduction. 

Sections 4.2 and 4.3 above have concentrated on the methods for establishing whether 

changes in design standards have influenced the number of accidents generated by a road 

scheme and how accident rates might be related to the design features. Although as far as 

road safety is concerned accidents are the 'bottom line' measure of the effectiveness of the 

design, they are an output of the driver-vehicle-road system. Accident analysis does not 

necessarily provide insights into the complex behavl:mral mechanisms involved in the 

operation of a highway. For this it is necessary to undertake studies which examine various 

aspects of driver behaviour. This section briefly explores the range of techniques available 

for undertaking such behavioural studies. 

For convenience, the techniques reviewed will be considered under three main headings -

field studies, laboratory studies and questionnaire survey methods. For present purposes, 

field studies will include any technique which makes use of observations of driving 

behaviour, or the accident consequences of driver error, on public roads; it includes therefore 

straightforward observation of real traffic, in-car methods which involve subjects driving 

their own or specially equipped vehicles on public roads, and in-depth accident and conflict 

studies. Laboratory studies include a range of experimental methods for use in off-road 

laboratory situations and includes simulators of various kinds. Questionnaire surveys are 

either postal questionnaires or interview surveys. Of course, these techniques can and often 

are used in combination. 

Generally speaking, the techniques classified above fall into two distinct categories depending 

on whether the subject involved in the study knows he or she is being observed or not. 

Generally, in the case of field studies of real traffic, behavi>ur can be observed without the 

driver knowing that he or she is the subject of the study. In most of the other techniques the 

drivers under observation would be aware that they were a part of a study - a fact which 

could influence the behavioural responses. Because of this, is it probably fair to say that 

laboratory studies are representative of a driver's perfonnance or abilities- what he or she 

can achieve, whereas the observational studies conducted in real traffic are studies of 

behaviour- how the driver actually behaves. lnstrumented vehicles and surveys (though self

reported) are probably somewhere in between these two extremes . 
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These three categories of experimental methods will now be considered. 

0.4.2 Field studies. 

0.4.2.1 On-road observations. 

The most straightforward way of measuring behaviour is to observe what drivers actually do 

on the roads - usually without their knowing that they are being observed. Most studies 

undertaken for traffic engineering purposes are of this type. So, the measurement of 

speed/flow/geometry relations (for example, Lee and Brocklebank, 1993) enables the average 

journey speeds on a route to be related to the characteristics of the route; the results are 

normally used for the economic evaluations of road schemes. Studies of the capacity and 

delay at junctions (for example, Kimber, 1980) similarly make use of observed behaviour at 

a range of junction types for the prediction of the traffic performance of junctions; again the 

results are used for design and economic evaluation purposes. This kind of observational 

study is not primarily concerned with safety, and treats traffic in the aggregate - that is to 

say, the behaviour it measures is averaged across the population of drivers using the road. 

Thus it is the average journey speed which is of interest in the speed flow analysis, not the 

distribution of speeds; it is the average gap-acceptance behaviour in the junction capacity 

studies which is relevant, not the gap-acceptance characteristics of different groups of 

drivers. 

Studies of the kind outlined above often make use of video recordings of traffic, so that the 

required parameters- speeds and headways for example- can be extracted in the laboratory 

(Yerpez, 1987). Video techniques lend themselves to the development of automatic methods 

of extracting the required data- a technique which potentially can reduce the considerable 

cost of making on-road observations. 

Of course, aggregate studies of speeds, headways or gap-acceptance characteristics are 

sometimes used in safety studies (for example, studies of the relation between speed and 

accident risk, Fildes and Lee, 1993 and Finch et al, 1994 and the observations of close

following undertaken in connection with the evaluation of an automatic warning sign, Helliar

Symons, 1983). However in general, because such studies do not involve contact with the 

drivers, on -road studies rarely obtain any detailed information about the personal 

characteristics of the driver . 

One way to establish a better link between the personal characteristics of the driver and his 

or her behaviour on the road , is to stop the driver downstream of the observation point (with 



the cooperation of the police) and to carry out an interview survey. However, it could be 

more effective - and indeed essential if large sample sizes are needed - to record vehich 

registration numbers at the time of the on-road behavioural observation and later to send a 

postal questionnaire to the registered keeper of the vehicle for completion by the driver. 

0.4.2.2 In-vehicle observation. 

In-vehicle observation methods come in two forms, one in which drivers are observed whilst 

driving their own cars, and the other in which drivers drive specially instrumented cars. In 

both cases, the drivers drive on public roads. These methods allow extensive data to be 

collected about low evel handing performance - steering, accelerations, braking, etc. (for 

example, Duncan et al, 1991). Psychological response data- risk assessment, arousal levels, 

stress, fatigue, task demand, visual awareness and so on - can also be collected 

simultaneously by means of verbal assessments at cued points during the test drive (Quimby 

and Watts, 1981 and Wilson and Greensmith, 1983). Basic personal data such as age, sex 

driving experience, accident histories and so on are of course, readily available. 

The disadvantage of the technique is that the driver's know that they are being observed, and 

that apart for choice of route, the experimenter has relatively little control over the actual 

traffic situations likely to be encountered during the test drive. Test drives are also time 

consuming, so that it is generally not possible to employ large sample sizes -although the 

sample of drivers used in an experiment can be structured if required by age and sex. 

In such an experimental situation it is also possible to measure aspects of the driver 

physiological responses - electrodermal response, heart rate, eye movements etc. (for 

example, Jurgenshon, 1991) and to link these measures with features of the road or traffic 

situation, or with the abilities of the driver. Such studies are however by no means easy, and 

considerable psychological and physiological skill is needed to intetpret them. 

0.4.2.3 In -depth accident and conflict studies. 

It has always seemed sound in principle, and sensible in practice, to attempt to investigate 

those behaviours which lead to accidents by means of in-depth studies of the accidents 

themselves. Such investigations are not strictly speaking studies of behaviour, but rather an 

attempt to classify the events and contributory factors which have led up to a specific 

outcome - the accident. 

Early work (Sabey and Taylor, 1980) led to the apportbnment of contributory factors to 
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accidents, with the much publicised fmding that the majority of accidents (95 %) involve some 

form of human error. More recent studies have been made of accidents in urban areas (AA 

Foundation, 1989) and pedestrian accidents. Extensive in-depth studies have been made in 

France (Berthelon 1987, Fleury 1986, F1eury et al1988, Fontaine et al1989, Girard 1987 

and 1988, Lechner 1986, Van Elslande et al1987 and 1992). Such studies have evolved 

elaborate classifications of accident types and contributory factors, but are expensive to carry 
out and do not in themselves provide the right kind of data on which to base design 

standards. However, these studies are a valuable source of hypotheses and ideas for 

improvements to design, and can also provide information on the direct effects of design on 

driver 'errors'. It is however difficult to generalise from site specific in-depth studies 

(because of the structure of the accident samples) and impossible to determine the adverse 

effects of any new design feature. A statistical assessment using a well designed before and 

after study remains necessary. 

No doubt in-depth accident investigation will continue to provide a vital tool in the 

diagnostics of specific remedial treatments, and for suggesting new directions or 

modifications in design. However, relating safety to design standards requires studies which 

can be generalised over a number of sites rather than the in-depth technique which is more 

suitable to exploratory investigations at particular sites. 

In this context another related method deserves mention: the conflict technique (Grayson and 

Hakkert, 1987). The conflict technique substitutes near accidents (conflicts) for actual 

accidents, and attempts to deduce from observations of the conflicts, the features of the road 

layout or its interaction with driver behaviour which has led to the conflict. Its main 

advantage over accident studies is that there are far more conflicts to study than there are 

accidents. However, in practice the technique is expensive to use - requiring trained 

observers to collect the data - and is sensitive to the definitions of what a conflict actually 

is. Moreover, extrapolation from conflicts to accidents is not a trivial matter. So, as in the 

case of in-depth accident studies, the conflict technique is probably more suited to the 

investigation of 'problem sites' with a view to devising remedial action, than it is to the 

systematic investigation of the relationship between behaviour and design standards. 

0.4.3 Laboratory studies. 

Laboratory studies imply that measuring some aspect of a driver's performance or ability is 

carried out off the road in some sort of experimental facility. Studies of this kind may 

involve a variety of measurement techniques ranging from non-driving related tests of some 

aspect of the driver's performance, through to the execution of realistic driving tasks in a 
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driving simulator of some kind. 

At the simplest level, the abilities measured in laboratory studies might include among 

others, performance characteristics such as static and dynamic visual acuity, reaction times 

of various kinds, tracking ability, the ability to carry out divided attention tasks, or to 

recognise embedded figures, or the detection of movement in depth. The results of these 

measurements can then be related to demographic variables and the accident and driving 

experience of the individual drivers - age, sex, exposure and accidents (for example, Quimby 

et al, 1986). This type of study does not measure qualities which specifically relate to road 

design standards, but aims to discover those abilities which relate to the accident liability of 

individual drivers. In fact, the work by Quimby et al, showed that the simple visual and 

reaction time measures did not relate to accident liability; it was the higher order cognitive 

processing skills- hazard perception and decision making- which seemed to be relevant to 

the potential accident involvement. 

Generally speaking, the measurement of these 'higher order' skills need a more sophisticated 

visual input than that required for the simpler visual and reaction time tests. In the case of 

the work cited above, this more sophisticated visual input was provided by the use of filmed 

road scenes which in the experimental situation were observed by the subjects in a very 

simple 'simulator'. Such simple simulation methods have been used effectively in a number 

of studies using either video sequences as stimulus material or simple computer generated 

tracking tasks. These relatively inexpensive techniques have shown themselves to be very 

effective in studying specific aspects of the driving task. Thus for example, the hazard 

perception test (McKenna and Crick, 1992) uses video pre-recorded sequences of driving; 

subjects watch the sequence and respond by pressing a button as soon as they recognise a 

hazard on the screen. Such simple techniques could be useful for measuring some of the 

fundamental aspects of design standards such as stopping sight distances or overtaking 

decision making. Studies are currently in progress in the UK which use this kind of simple 

simulation for studying driver fatigue. 

Of course, for other investigations - notably those involving complex urban scenes - much 

more sophisticated simulators might be necessary. Simulators are already in operation in 

Sweden (VTI) and in Germany (Daimler Benz), and other countries (France, Japan, and the 

UK) are in the process of constructing simulators of different degrees of complexity. 

Complex simulators have long been in use in aviation where three dimensional movement is 

crucial and pilots need to practice flying the aircraft on instruments. In the road situation 

however, a far richer visual environment than that encountered in the aircraft situation is 

required. Providing in a simulator, a realistic portrayal of a complex traffic situation is not 
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an easy task, nor are simulators cheap to use in experimental studies. However, sophisticated 

driving simulators undoubtedly have their place for studies of driving which demand a high 

degree of control on the part of the experimenter over the parameters of the experiment. 

0.4.4 Questionnaire/interview surveys. 

In the context of the methodology for studying the impact of road design standards, 

questionnaire and interview surveys would only be used to supplement the data collected by 

field or laboratory studies. In this context, postal questionnaires are a powerful way of 

eliciting information from large samples of drivers; they enable self-reported accident data 

to be collected relatively cheaply from which the accident liability of individual drivers as 

a function of age, driving experience and sex can be obtained (for example, Maycock and 

Lockwood, 1991). The reliability of the method is sufficiently well established to give 

confidence in this particular technique. 

The type of information which would normally be collected in this way would be the basic 

demographic variables - age, driving experience, sex, and possibly Socio-Economic Group 

(SEG) - and the number of accidents the driver had experienced in a defmed period. Data 

would also normally be obtained about exposure - the total number of miles driven annually, 

possibly supplemented by the frequency of driving (daily, weekly, monthly etc.) and the 

proportion of this mileage on motorways, rural and urban roads, and the proportion of 

driving done in the dark. 

Some aspects of the drivers' psychological characteristics can also be collected using a self 

completion questionnaire. Such measures could include: scales of social and driving deviance 

and self assessed speeding behaviour (for example, Reason et al, 1991) thoroughness in 

decision making and driving style (for example, West et al, 1992), attitudes to risk perception 

and risk acceptance in the driving task and illusory biases. 

The purpose of obtaining this kind of information in the context of design standards, would 

be in order to attempt to link the features of the design - design speed, sight distances, 

overtaking provision, visibility, signing, lighting, and so on - to the individual characteristics 

of the drivers who are using the roads. There is relatively little of this kind of work reported 

in the literature . However, in the present review of methodology, it seems important to 

include these methods of behavioural and psychological investigation, since designers of the 

future may well need to have a greater understanding than they have of present, not simply 

of the 'average' driver, but also of the distribution of characteristics of the driving population 

i>r whom they are making provision . 
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